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Abstract: The recent advances in drone technology significantly improves the effectiveness of applications such as border surveillance, disaster management, seismic surveying and precision agriculture. The use of drones as base stations to improve communication in the next generation wireless networks is another attractive application. However, the deployment of drone base stations (DBSs) is not an easy task and requires a carefully designed strategy. Fairness is one of the most important metrics of tactical communications or a disaster-affected network and must be considered for the efficient deployment of DBSs. In this study, fairness-aware multiple DBS deployment algorithm is proposed. As the proposed algorithm uses particle swarm optimization (PSO) that requires significant processing power, simpler algorithms with faster execution times are also proposed and the results are compared. The simulations are performed to evaluate the performance of the algorithms in two different network scenarios. The simulation results show that the proposed PSO based method finds the 3-Dimensional (3D) locations of DBSs, achieving the best fairness performance with minimum number of DBSs for deployment. However, it is shown that the proposed suboptimal algorithm performs very close to the PSO-based solution and requires significantly less processing time.

1 Introduction

The applications of drones are significantly increased in the last decade. The use of drones open a new dimension and change the conventional way of thinking for solving engineering problems and designing critical applications. The drone based applications span from border surveillance\textsuperscript{[1]}, disaster management\textsuperscript{[2]}, seismic surveying\textsuperscript{[3]} to precision agriculture\textsuperscript{[4]}. Once considered as a futuristic concept, drone based order delivery now became possible due to the efforts of research community and industry. Amazon claims that PrimeAir, which is a drone-based order delivery system, will increase the overall safety and efficiency of the transportation system\textsuperscript{[5]}. Amazon’s project shows how spread the drones will be used in the future.

Recently, the use of drones as a base station to improve communication in the next generation wireless networks has attracted many researchers. There are growing number of papers related to the placement of drones for improving wireless networks. The air-ground channel model for low altitude platforms such as drones and quad-copters was investigated in\textsuperscript{[6]}. The ray tracing simulation results were used to analyze the behaviour of the channel and experimental data was fitted to explicit mathematical formulas. The authors in\textsuperscript{[7]}, presented a closed form approximation for the probability of Line of Sight (LoS) between the aerial platform and the user. The optimal altitude of a DBS was also derived in order to maximize the cell coverage. In\textsuperscript{[8]}, both the optimal altitude of a DBS and minimum transmission power to maximize coverage is derived. The authors also investigated the use of two interfering DBSs and found the optimal distance between DBSs to maximize the coverage of the rectangle shaped cell. For the first time, single 3D DBS placement problem was formulated in\textsuperscript{[9]} to maximize the number of covered users in a cell. In\textsuperscript{[10]}, a single DBS placement to serve users having different rate requirements was investigated taking into account the limited-capacity wireless backhaul link. The work aimed to maximize the number of served users and sum rate of users. Authors in\textsuperscript{[11]} proposed an optimal placement algorithm based on a circle packing for a DBS deployment that maximizes the number of covered users with the minimum transmission power. In\textsuperscript{[12]}, the deployment of multiple DBSs, each using a directional antenna was considered using circle packing theory. However, it was assumed that all DBSs have the same altitude. The work in\textsuperscript{[13]} also assumed the same altitude for all DBSs, and determined the minimum number of required DBSs and their 2D locations in the horizontal plane to cover all users. However, the authors did not consider the inter-cell interference. Authors in\textsuperscript{[14]}, proposed a particle swarm optimization based algorithm to find the number of required DBS and their positions under the coverage and capacity constraints.

The works presented so far consider 3D placement of a DBS or more than one DBSs to maximize served users and capacity. Some of these works do not take into account the inter-cell (i.e. inter-DBS) interference which is not a practical assumption. In studies related to the placement of multiple DBSs, some studies assume either fixed altitudes of DBSs and determine 2D placements of them, or place the DBSs at the target area and determine the altitudes of DBSs. None of these studies investigated the 3D placement of multiple DBSs considering both capacity and fairness amongst users.

We propose a fairness aware multiple DBS deployment scheme, which maximizes the sum of logarithms of achievable rates of users. Maximizing the sum of logarithmic rates provides proportional fairness, which is a good trade-off between total throughput and max-min fairness. Maximizing total throughput results in total neglect of some of the users. On the other hand aiming at max-min fairness sacrifices too much from some users in order to improve the worst user. The sum log rate approach is considered, for example, in\textsuperscript{[15]}. The authors investigated the fairness performance of users in a cellular system with a full-duplex base station using log sum rate and direct sum rate maximizing algorithms. In\textsuperscript{[16]}, the sum log rate approach is used for the fair allocation of resources in an interference-free a heterogeneous network. In order to verify the fairness performance of our sum log rate based deployment algorithm, the fairness metrics are calculated and compared with the other algorithms which have different complexities. As the problem is highly nonlinear and nonconvex, we apply a metaheuristic solution based on the concept of particle swarm optimization (PSO). We also propose a near-optimal method that has much less run-time and PSO. We perform several numerical evaluations in order to compare these two methods along with some other benchmarks.

The paper is organized as follows. Section\textsuperscript{2} presents the system and channel model. Section\textsuperscript{3} includes the problem formulation,
proposed and benchmark solutions. In Section 4 we present the simulation results. Finally Section 5 concludes the paper.

2 System Model

We consider the downlink transmission from DBSs to the cellular users. We assume two different user distribution scenarios. In the first scenario, cellular users are uniformly distributed over the cellular area, which has a maximum radius of $R_{\text{max}}$, whereas in the second scenario users are non-uniformly distributed. In the latter case, parent points are first uniformly generated in the cellular area. Then children (i.e. users) are uniformly distributed around the parent points to achieve heterogeneity in spatial user distribution.

Users are denoted by the set $U$ and their locations are given by $(x_i, y_i)$, where $i \in U$. It is assumed that the users are stationary and each user is served by a DBS from the set $D$. We determine the locations of DBSs which are denoted by $(x_j, y_j, h_j)$, where $j \in D$. The minimum and maximum altitude of a DBS is limited to comply drone regulations. We assume transmission power of all DBSs are fixed. Another assumption is that the backhaul link has sufficient bandwidth and operates on a different frequency band, therefore avoiding interference to the user terminals. For multiple access, Time Division Multiple Access (TDMA) is adopted and each DBS assigns equal fraction of time slots to each user it serves. We also assume that each user is connected to the DBS with highest Signal to Noise Ratio (SNR). Figure 1 illustrates the system model for a special case of two DBSs.

In [6], Air-to-Ground path loss model was analyzed using the results of a ray tracing simulation software. The simulation samples are classified in three groups. In the first group, called LoS or Near LoS, the rays travel freely between transmitter and receiver. In the second group, there is no direct ray between transmitter and receiver (NLoS) but receiver still receives strong rays via reflection and refraction. In the last group, there is NLoS between transmitter and receiver but in this case, receiver suffers from deep fading.

The authors in [6] ignore the last group because its samples constitute less than 3% of the total samples. The samples in the first and second groups are used to provide statistically generic Air-to-Ground path loss model. Authors’ work in [7], refines the path loss model and provides the mathematical formulas, which are easy to work with. The probability of LoS calculation is simplified by the approximation presented as:

$$P_{\text{LoS}}(h_j, r_{ij}) = \frac{1}{1 + \alpha \exp(-\beta(\frac{30}{\pi} \arctan(\frac{r_{ij}}{h_j}) - \alpha))}$$

where $r_{ij}$ is the distance between the $i^{th}$ user and the $j^{th}$ DBS’s projection on to the horizontal plane and equals to $\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$, $\alpha$ and $\beta$ are environment dependent constants.

The path loss models for LoS and NLoS links are formulated as [11]:

$$PL_{\text{LoS}}^{ij} = 10 \log \left( \frac{4\pi d_{ij} f_c}{c} \right)^\gamma + \eta_{\text{LoS}}$$

$$PL_{\text{NLoS}}^{ij} = 10 \log \left( \frac{4\pi d_{ij} f_c}{c} \right)^\gamma + \eta_{\text{NLoS}}$$

where $d_{ij}$ is the distance between the $i^{th}$ user and $j^{th}$ DBS, $\gamma$ is the path loss exponent, $f_c$ is the operating frequency (Hz), $c$ is the speed of light, $\eta_{\text{LoS}}$ and $\eta_{\text{NLoS}}$ are the mean additional losses (in dB, due to shadowing) for the LoS and NLoS connections, respectively.

Terrain profile (LoS or nLoS) is probabilistically dependent on the distance, which also depends on the DBS location. Therefore each candidate DBS 3D location set would randomly result in a different profile. In order to optimize the DBS coordinates we adopt the mean path loss model given in [11]:

$$PL_{ij} = PL_{\text{LoS}}^{ij} P_{\text{LoS}}(h_j, r_{ij}) + PL_{\text{NLoS}}^{ij}(1 - P_{\text{LoS}}(h_j, r_{ij}))$$

We assume that each DBS uses a fixed transmit power of $P_T$. Let $G_{ij}$ be the transmit antenna gain of DBS $j$ in the direction of user $i$. We assume an additive white gaussian noise (AWGN) channel with power spectral density $N_0$.

As seen in the system model the channel model that we used and the interference from nearby DBSs depend only on the locations of the users and DBSs. The algorithms that we will propose in the subsequent section requires the positions of the users for implementation. Almost all mobile phones and tactical radios today have an in-built GPS module. Positions of users can be obtained using GPS and fed back to the DBSs or a central controller, to be used in the proposed algorithms. Even if GPS service is not available, DBSs can send pilot signals and mobile nodes can compute their relative locations using triangulation techniques.

3 Deployment of Multiple DBSs

Drone Base Stations (DBSs) are suitable for a number of applications. For instance, terrestrial communication infrastructure may be damaged so that all communication has to be provided by the DBSs. After a disaster, each user requires to communicate through text, voice or video. Considering this fact, the fairness amongst users become critically important. Another possible application is tactical networks where each mobile node should be connected to the system and receive a fair rate. In order to meet these capacity and fairness requirements, we propose a multiple DBSs deployment algorithm...
Let the utility of a DBS be equally shared amongst the users in the time domain. Subject to

\[ R_{ij}(x_j, y_j, h_j) = \frac{P_T G_{ij} \sin \frac{\theta_B}{2}}{P_N W + \sum_{j \neq i} R_{ij}(x_j, y_j, h_j)} \]

where \( R_{ij} \) is the received signal power from the \( j \)th DBS at the \( i \)th user terminal and is calculated as [12]

\[ G_{ij} = \begin{cases} \frac{29900}{\theta_B^2}, & \text{if } r_{ij} \leq h_j \tan \frac{\theta_B}{2} \\ \frac{29900}{\theta_B^2}, & \text{if } r_{ij} > h_j \tan \frac{\theta_B}{2} \end{cases} \]

where \( \theta_B \) is the half power beamwidth of the DBS's antenna. Capacity of a DBS is equally shared amongst the users in the time domain. Let \( U \) be the set of users connected to DBS \( j \).

\[ U_j(x, y, h) = \sum_{i \in U} I(\alpha_i = j), \quad \forall j \in U, \quad (8) \]

where \( x, y, h \in \mathbb{R}^D \) are the locations of DBSs in the 3D space and \( I(\alpha_i = j) = \{0, 1\} \) defined as

\[ I(\alpha_i = j) = \begin{cases} 1, & \text{if } \alpha_i = j \\ 0, & \text{otherwise.} \end{cases} \]

Finally, the fairness aware multiple DBS deployment problem can be formulated as

\[ \max_{x, y, h} \sum_{i \in U} \log \left( \frac{1}{U_{\alpha_i}} W \log_2 \left( 1 + \frac{R_{\alpha_i}(x_{\alpha_i}, y_{\alpha_i}, h_{\alpha_i})}{N_0 W + \sum_{j \neq \alpha_i} R_{ij}(x_j, y_j, h_j)} \right) \right) \]

subject to

\[ \sqrt{x_j^2 + y_j^2} \leq R_{\text{max}}, \quad \forall j \in D, \]

\[ h_{\min} \leq h_j \leq h_{\max}, \quad \forall j \in D \]

where \( N_0 W \) is the noise power.

Another alternative (benchmark) is locating the DBSs in a way to maximize the total throughput. The problem of multiple DBS deployment for direct sum rate maximization can be written as

\[ \max_{x, y, h} \sum_{i \in U} \log \left( \frac{1}{U_{\alpha_i}} W \log_2 \left( 1 + \frac{R_{\alpha_i}(x_{\alpha_i}, y_{\alpha_i}, h_{\alpha_i})}{N_0 W + \sum_{j \neq \alpha_i} R_{ij}(x_j, y_j, h_j)} \right) \right) \]

subject to the same constraints given in (10).

In problems defined in (10) and (11) the rate expressions involve interference, which depends on the optimization parameters \((x, y, h)\). Moreover, User-DBS association is also dependent on the optimization parameters, which makes the problems highly nonlinear. Therefore it is impossible to solve these problems using standard convex programming techniques. Hence we apply a meta heuristic algorithm, called Particle Swarm Optimization (PSO), which was introduced by J. Kennedy and R. Eberhart in 1995 [17]. PSO algorithm is inspired from the swarm behavior of animals such as birds or fishes in nature. The algorithm generates a population of random solutions called particles and improves the solution in each iteration by moving particles in the hyperspace. The positions of particles are updated in each iteration by considering the position of a particle achieving the best solution found in the swarm, called global best, and the position of the particle achieving the best solution for that particle, called local best. The algorithm keeps track of the global best value and its position and the local best values of the particles and their locations. In our case, the stopping criteria is chosen as the convergence of particles to a point. The details of the PSO algorithm we apply to the problems presented in (10) and (11), is provided in Algorithm 1. We call these approaches as LogPSO and LinPSO, respectively.

In this algorithm first \( N_{\text{par}} \) candidate solutions and velocity of each particle are randomly generated in Line 1. Then the algorithm iterates until convergence (Lines 2-22). Convergence means the positions of the particles being sufficiently close to each other. At each iteration the algorithm calculates the fitness values of each particle (denoted by \( F(i) \)), which is the log-sum rate of users corresponding to that candidate solution in Lines 3-5. Then, the globally best solution is updated in Lines 6-11. Local best position of each particle is updated in Lines 12-17. Finally based on these values, the positions of each particle are updated in Line 18-21. Here, \( c_1 \) and \( c_2 \) are the algorithm parameters. In the literature, it is common to take \( c_1 = 0.72 \) and \( c_2 = 2.3 \).

A high number of particles improves the chance of finding the globally optimal solution. Although the implementation of the PSO is easy, it requires significant amount of processing power if the number of particles and the problem dimensions are large. Therefore, we also propose less complex algorithms to solve multiple DBS deployment problem and compare their performance results.

**Algorithm 1 LogPSO and LinPSO**

1: Generate the random matrix of candidate solutions of \( \mathbf{P} \in \mathbb{R}^{N_{\text{par}} \times 3 \times D} \) and calculate \( \mathbf{V} \) by: \( \mathbf{V} = \mathbf{P} \times 0.3 \times (\text{rand}(\text{np}, 3 \times D) - 1) \)
2: while not converge do
3: for \( i = 1 \) to \( N_{\text{par}} \) do
4: \( F(i) = \text{calculate } (10)\) given the DBS positions \( \mathbf{P}(i,:) \) (or calculate (11) for LinPSO)
5: end for
6: newgbest = max(F);
7: index = argmax(F);
8: if newgbest > gbest then
9: gbest = newgbest
10: gbestP = P(index,:)
end if
11: for \( i = 1 \) to \( N_{\text{par}} \) do
12: if \( F(i) > \text{best}(i) \) then
13: \( \text{best}(i) = F(i) \)
14: \( \text{bestP}(i,:) = \mathbf{P}(i,:) \)
end if
15: end for
16: end while
17: for \( i = 1 \) to \( N_{\text{par}} \) do
18: \( \mathbf{V}(i,:) = c_1 \times \mathbf{V}(i,:) + c_2 \times \text{rand}(3 \times D) \) \( \times \text{bestP}(i,:) - \mathbf{P}(i,:) \)
20: end for
21: \( \mathbf{P} = \mathbf{P} + \mathbf{V} \)
22: end while

© The Institution of Engineering and Technology 2015
3.1 K-means Clustering (K-Cov)

K-means is an unsupervised learning method to solve clustering problems. Given the observations and clusters (e.g. \(|D|\) clusters), the algorithm finds the positions of \(|D|\) number of centroids which minimize the associated cost \([18]\). In our case, observations are user positions and centroids are the locations of \(|D|\) number of DBSs in the horizontal plane. Here, the cost is the sum of the squared Euclidean distance between DBSs and their associated users. The problem is formulated by,

\[
\min_{\mu \in \mathbb{R}^2} \sum_{i \in U} \|u_i - \mu_j\|^2 
\]

where \(u_i \in \mathbb{R}^2\) is the positions of \(i\)th user and \(\mu_j \in \mathbb{R}^2\) is the positions of \(j\)th DBS. Stuart Lloyd proposed an efficient iterative algorithm in 1982 \([19]\). This algorithm first randomly determines the positions of the centroid and then connects each user to the closest centroid. Then the centroid positions are updated by takin the mean of the user locations connected to each centroid. This operation is repeated until there is no significant change in the centroid locations. Using Lloyds algorithm, we find the location of each DBS in the horizontal plane and its associated users. We define a very simple approach in order to determine the altitude of each DBS, as follows,

\[
H = \max_i h_{\text{min}} \left( \frac{d_{\text{max}}}{\tan \left( \frac{\theta}{2} \right)} \right),
\]

where \(d_{\text{max}}\) is the horizontal projection of the distance between the DBS and the most distant user served by it. We follow this approach in order to lower the DBS as much as possible and still cover all its associated users. We call this simple approach as K-Cov.

3.2 K-means Clustering with Optimized Altitude (K-APSO)

In this algorithm, first we benefit from the time efficient implementation of K-means clustering to order to obtain the locations of each DBS in the horizontal plane. Secondly, we benefit from the performance of the PSO algorithm to only find the altitudes of DBSs. Compared to the Algorithm\([1]\) the time consuming search of particles is reduced as the particle search dimension is \(|D|\) instead of \(3 \times |D|\) dimension. Hereafter, we call this algorithm K-APSO. The details of the K-APSO algorithm is presented in Algorithm\([2]\) which we call X-Cov hereafter.

3.3 X-means Clustering (X-Cov)

Although K-means clustering is a fast algorithm to determine the locations of DBSs in the horizontal plane, it suffers from two shortcomings. The first issue is that the number of DBSs to be deployed has to be provided by a network planner. Secondly, K-means clustering does not consider interference between the DBSs and places the given number of DBSs over the network. These problems are mitigated by the method called X-means which is proposed by \([20]\). We adopted X-means clustering approach and modified the algorithm to determine the number of DBSs required and their locations in the horizontal plane. Considering the algorithmic efficiency of the proposed algorithm, the altitude of each DBS is calculated according to \([13]\). The pseudo code of the proposed X-means clustering-based DBS deployment approach is presented in Algorithm\([5]\) which we call X-Cov hereafter.

The X-Cov algorithm starts with 3 clusters (i.e. DBSs) and performs 3-means clustering in order to determine the locations of the 3 DBSs (Line 1-2). Then the algorithm checks each cluster one-by-one and splits it into two. Then it determines and applies the split that results in the best performance improvement, if there is any (Lines 8-15). The algorithm lasts until either there is no more improvement or the maximum number of available DBSs is reached.

3.4 Basic Geometric Approach (BG)

This approach places the given number of DBSs over the network by using simple geometric manner, without taking into account the user locations. Here, we place a DBS in the center of a cell and then place the remaining DBSs symmetrical around the origin. The altitude of each DBS is calculated using \([13]\). This is the simplest algorithm by far amongst the proposed algorithms and serves as a benchmark. We call this method as BG hereafter.

4 Simulation Results

We use Matlab software and a computer with Intel i7 quad core processor with a clock speed of 2.6GHz and 4GB RAM to carry out our simulations. For each number of DBSs \((|D|)\) available, we run the proposed algorithms 100 times and average out the results to obtain the final results we present in the tables and figures. We consider two different user distribution scenarios. In the first scenario (Scenario I), the users are uniformly distributed over the network, whereas in the second scenario (Scenario II), 10 parent points are uniformly generated over the circular area and then child points are
uniformly distributed in the range [0, 300] metres around the parent points. The simulation parameters are provided in Table 1. The air to ground path loss parameters are obtained from [4]. For the radius of 1.5km, the total area is calculated as 7.06km². In order to measure the fairness performance of the deployment strategies, we calculated 3 different metrics namely,

1. Jain’s fairness index,
2. Max/Min ratio,
3. The number of users having data rate under the specified threshold (500Kbps in our case).

Jain’s fairness index is widely used to evaluate the fairness performance of the networks [21] and it is calculated by [22]

\[ J = \frac{\sum_{i=1}^{U} C_i}{U \sum_{i=1}^{U} C_i^2} \]

where \( C_i \) is the data rate of \( i^{th} \) user. Jain’s metric being close to 1 means a good fairness performance.

The second fairness metric, Max/Min ratio, is defined as the ratio between the highest and lowest data rate of the users [21]. The last fairness metric we use is the number of users whose data rates are lower than the specified threshold (500Kbps in our case).

In Table 2 we provide the fairness metrics of the algorithms when there are maximum of 7 DBSs available (denoted as \( N_{\text{DBS}} \)) for deployment. The metrics show that the LogPSO method outperforms all the algorithms considering all fairness metrics for both Scenario I and II. However the proposed K-APSO algorithm is almost as good as LogPSO in terms of proportional fairness. Considering its simplicity, K-Cov also performs surprisingly well. X-Cov performs especially well in the case of heterogeneous user distribution. The reason is that when the users are distributed in a clustered manner it is easier to split them into clusters and use a suitable number of DBSs. The proposed K-Cov and K-APSO also performs almost optimally in terms of Jain’s Index and average number of low rate users. On the other hand LinPSO has poor fairness performance, as it does not aim fairness. Finally the benchmark BG method performs the worst, which shows the necessity of intelligent placement of DBSs.

The methods LogPSO, K-Cov and K-APSO perform quite similarly. However, as it can be seen from Table 3 which shows the average execution times of the algorithms to solve a deployment problem when \( N_{\text{DBS}} = 7 \), the execution time of the LogPSO is much longer than those of the less complex algorithms. These results indicate that K-Cov, K-APSO and X-Cov can be used in practical implementations with a negligible loss of performance. On the other hand LogPSO and LinPSO may be problematic in scenarios with high mobility, as the topology may significantly change during computations.

In Figure 2 sum log rate (proportional fairness) performance of the algorithms for different number of DBSs are shown for Scenario I. As expected, the LogPSO achieves the best capacity for each case. The worst performing algorithms are BG and LinPSO. BG is not a smart algorithm and proposed to understand to what extent complex algorithms for the deployment of DBSs problem is required. The results of BG in both scenarios prove that the DBS deployment algorithms must be considered carefully. LinPSO performs second worse because it focuses only on the users with good channel conditions and do not consider the others which are located far away from them. K-APSO and K-Cov perform almost as good as the LogPSO method, with much shorter run time. The performance of X-Cov is between the best and the worst performing algorithms.

Using excessive number of DBSs may result in interference, which has a detrimental effect on the performance. We present Table 3 in order to understand the actual average number of DBSs that the algorithms use given a certain number of DBSs (denoted as \( N_{\text{DBS}} \)). This can also be defined as the total number of DBSs, where each DBS serves at least one user in the network. The results are obtained for Scenario I, in which the deployment problem model is more difficult because the clustered distribution of users may bring serving DBSs closer, causing excessive interference. Deployment algorithms should be aware of this situation and avoid deploying DBSs too close to each other. Results show that K-means based algorithms, namely K-Cov and K-APSO, do not provide a mechanism to determine \( N_{\text{DBS}} \) and simply place all \( N_{\text{DBS}} \) DBSs over the network which cause interference hence performance loss. The proposed LogPSO can achieve this by throwing the unnecessary DBSs out of the circular area as a result of swarm intelligence. Same behavior is observed.
in LinPSO as it is also based on swarm intelligence. These algorithms understand that the overall performance of the network may get better when some DBSs are not used then these DBSs are moved to the positions where they can not serve to any user. As an example, when \( N_{DBS} = 10 \), LinPSO and LogPSO use around 7 DBSs to serve the users. The method X-Cov finds a somewhat suitable \( N_{DBS} \) by applying the splitting mechanism. Although BG does not have any specific mechanism, as the distance between DBSs in the circular line gets closer, some DBSs become redundant and no user is connected to them. However, BG does not reduce \( N_{DBS} \) in order to manage the interference because the redundant DBSs continue to transmit as a source of interference in their fixed locations which are determined without considering user locations. As a result of strong interference, BG achieves the worst performance results.

In Figure 3, the sum rate performance of the proposed algorithms versus \( N_{DBS} \) is presented. As expected, LinPSO provides the best sum-rate as LinPSO is designed to maximize sum rate capacity. When there are 5 DBSs available for the deployment, LinPSO exceeds the capacity of second best LogPSO and third best K-APSO by \( 11.2 \% \) and \( 15 \% \) respectively. The increasing number of DBSs narrows the performance difference of K-APSO and K-Cov algorithms. The reason is that the users are guaranteed to be in a coverage of a DBS when the altitude is at the minimum. When there is not enough DBS in the network, altitude of a DBS is critical and need to be planned carefully to cover the users in its area. The performance of X-Cov algorithm does not provide good results but still much better than BG.

Figure 4 shows the sum log rate of the algorithms is shown for Scenario II. Again, LogPSO achieves the best results for each case. Different than the results obtained in Scenario I, LinPSO and X-Cov provide acceptable performance behind LogPSO. However, K-Cov and K-APSO which produce good performance in Scenario I, fail to locate DBSs efficiently in Scenario II. The reason for this situation is that the unawareness of K-means clustering algorithm to the interference incurred at the user terminals. K-Cov and K-APSO uses all the DBSs available without considering the interference. Figure 6 shows the aforementioned situation when \( N^A_{DBS} = 10 \). Figure 6a shows that the LogPSO method considers 4 DBSs as redundant (and throws them far away) and suitably deploys the other 6. K-Cov tries to deploy all available 10 DBSs and creates interference. Finally X-Cov uses 7 of the available 10 DBSs. Please note Figure 6c that it uses one extra DBS to cover a few isolated nodes.

The capacity reducing effect of interference is clearly shown in the Figure 4 and Figure 5 when more than 6 DBSs are deployed in the network. As X-Cov uses K-means clustering considering the local capacities in each splitting decision, it limits the number of DBSs deployed and hence interference. As a result, X-Cov is an alternative to PSO based algorithms if the processing power is limited. Figure 5 shows that the capacity limit is achieved when there are 8 DBSs in the network. The capacity limit is much higher in Scenario I, because the network serves the users with more DBSs without bringing them spatially too close. We do not investigate the \( N_{DBS} \) required to achieve capacity limit of Scenario I, as this is not a motivation of this article.

### Table 4 Average Number of Deployed DBSs

<table>
<thead>
<tr>
<th>( N_{DBS} ) (Max=4)</th>
<th>( N_{DBS} ) (Max=7)</th>
<th>( N_{DBS} ) (Max=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogPSO</td>
<td>LinPSO</td>
<td>K-Cov</td>
</tr>
<tr>
<td>3.94</td>
<td>3.99</td>
<td>4</td>
</tr>
<tr>
<td>5.91</td>
<td>6.17</td>
<td>7</td>
</tr>
<tr>
<td>7.03</td>
<td>7.50</td>
<td>10</td>
</tr>
</tbody>
</table>

### 5 Conclusion and Future Work

In this paper, we have studied the multiple DBS deployment considering the fairness amongst users. The proposed algorithm, which maximizes the sum of user’s log rates by using Particle Swarm Optimization, termed LogPSO has provided the best fairness performance in two different network scenarios and uses the optimal number of the available DBSs. It is observed that the PSO requires significant processing power and may not be suitable for some applications. However, the proposed K-means and X-means clustering algorithms are simple compared to the other algorithms, and hence they may achieve better results than the former ones and can be considered as an alternative to PSO based algorithms if the processing power is limited.
based algorithms can be used as an alternative to the LogPSO in networks with different user distributions. The best algorithm to plan the deployment of multiple DBSs can be chosen according to the processing power of the system and performance requirements of the network.

As for the future work, we plan to address dynamic management of DBSs in case there exists mobile users in the network. Considering various mobility models, we will analyze the continuous coverage of users by applying markov chain modelling on the number of DBSs required. Another direction for the future work would be a device-to-device (D2D) enabled DBS network, where the D2D coverage can be augmented by users that have D2D communication capability. D2D technology also enables terminal relaying. In addition to pathloss and shadowing that are considered in this work, there is also short term multipath fading. D2D relaying has potential to provide diversity, reduce outage probabilities and improve the fairness performance.
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Fig. 6: Deployment of DBSs when $N_{DBS}^A = 10$